
INTRODUCTION

▪ Automatic image segmentation is crucial for 

automation in cancer detection, image-guided 

treatment, and response assessment.

▪ A critical barrier to the deployment of these models is 

the need to detect “anomalous” cases where the 

segmentation model may fail, even after significant 

external validation has been performed.

INNOVATION

▪ GAN-based anomaly detectors were introduced by Schlegl et 

al.3,4

o They have since been used to identify diseases.5-6

▪ To the best of our knowledge, we are the first to use an 

anomaly detector for active learning.

▪ Current GAN methods on medical images generate slices (or

patches of slices).

o We plan to exploit the intricacies of medical images by 

incorporating the locational relationship between the slices.

APPROACH

SIGNIFICANCE

▪ Challenges with deep learning-based segmentation 

models:

o They require large, diverse, and labelled datasets 

which are difficult to collect in the medical field.

o They do not generalize well to unseen anatomies 

(Figure 1).

▪ Our methods can be used to:

o Detect images on which a trained segmentation 

model will likely fail.

o Diversify medical imaging datasets.

o Prioritize images for manual labeling.
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AIM

Develop interpretable, deep learning-based anomaly 

detectors to improve the robustness of segmentation 

models.
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Figure 1: Instances where a trained liver segmentation 

model failed due to abnormalities not present in the training 

dataset: (A) a stent, (B) a tumor, (3) ascites. Red is the 

automated segmentation and light blue is the manual 

contour. The model had an average Dice coefficient of 0.96 

on 50 unseen CT scans. mstauffer@mdanderson.org
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Figure 3: The anomaly detection scheme. The scheme consists of two neural network models, an encoder and a generative-adversarial network 
(GAN). In particular, we use a StyleGAN21 due to its performance on high-resolution images. We plan to incorporate the 3D locational information 
into the GAN by experimenting with both conditioning the GAN on the relative slice location and by making the GAN 3D. The image is first encoded
into a vector space using the encoder. It is then reconstructed using the generator from the GAN. We use the generator instead of a standard decoder 
in an autoencoder architecture due to its superior generative capabilities. The first score is the reconstruction error between the original and 
reconstructed images. Then both the original and reconstructed images are put through the discriminator and their internal representations (the 
penultimate layer of the network) are extracted and compared for the second anomaly score, as in Salimans et al.2 If the combination of the first and 
second anomaly scores is over a specified threshold, the image is classified as anomalous. We will train the detection model on 96 non-contrast 
enhanced abdominal CT images. We also have 50 “normal” and 3 “anomalous” (from Figure 1) unseen CT scans available for evaluation.

Figure 2: An active learning paradigm for the integration of automatic segmentation models into a clinical workflow. An image will first go 

through the anomaly detector. The detector will flag images that a trained automatic segmentation model will likely fail on. If the 

automatic model is likely to fail on a given image, the image will be segmented manually. Otherwise, it will be segmented automatically. 

The automatic segmentation model has already been trained, but it can be updated with images and their manual segmentations that

were deemed to be “anomalous.”

INITIAL RESULTS

Figure 4: The top row contains original images. The bottom row 

contains their reconstructions.


